ECO 7377 Homework

Suggested Solution

January 21, 2026

1. To estimate B, suppose that an econometrician sets-up the following simple dummy regressor
regression,
Y; = ag + BoT; + Uy,

where ag = E(Y;(0)) and By = [E(B;). Write U, as a function of (Y;(0),Y;(1), T;).
Solution
Y, =Y;(0)(1-T;)+Y;(1)T;
=Yi(0) + (Yi(1) = Y;(0)) T

=Bi
=ao+ PoTi + (Yi(0) —ao) + (Bi — Po) Ti-
:ui
As a result,
U; = (Y;(0) —ao) + (Bi — Bo) T;- 1)

2. Is lE(Ul-|Ti = T) =0forT= 0,1?

Solution By Assumption 1.3, we have T; is also independent of B; = Y;(1) — Y;(0) and together
with (1),

E(Lll-|T1- :T) = (CK()—IX())—{-(E(,Bi) _,BO)Ti =040x TZO,
for both Tt =0, 1.
3. Find E(U?|T; =7) fort=0and 7 = 1.

Solution
E (U2|T, = 0) = E ((Yi(o) - zxo)z) = . )

Note that B; — Bo = (Yi(1) — a1) — (Yi(0) — ap), then
E(U2IT; = 1) = E (((%(0) — a0) + (%i(1) — 1) — (¥i(0) — a0))?)

—E ((Yi(l) - 041)2>
= o, 3)
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4. Show that the OLS estimator, E, of Bo in the linear regression equation of question 1 is
B = Yl - ?0/
v 1LY YT,
where Yo = 2= U1 ang yy = il

Solution The least square estimator solves

mm Z - — ,BT
First order conditions (we use T; = Ti2 since T; is binary),
n
YT (Yi—a—pT) =0m (Y1—a—p=0)ca=Y—p 4)
i=1
n A
Y (Yi—a—pBT;) =0 ®)

Oziyi"“(ﬁ_yl)”_ﬁ”l:”0Y0+(711—71)Y1+(n—n1)3

5. Show that 8 is consistent of Bq.
Solution

N 1\ (1
Yl:;ZYiTi: EZ:Ti EZTiYi

i=1
-1
() (o)
o ;ﬁ) (L)

N~ i=1
=xp+01 —np=0nq

138\ 1y
=+ *ZTZ‘ *ZT 6)
i3 i3
By law of iterated expectations and results in question 2,

E(T;U;) = E(E (U] T) T;) = 0.

We also have E (T;) = p by Assumption 2. By law of large number (LLN), we have n ' Y/ T; —,
p,n 'Y, T;U; — 0. By continuous mapping theorem (CMT) and Slutsky theorem, we have

_ 1M -1 1M
Y] = a1+ *ZTZ' —ZTZ-UZ- —p A1 (7)
i3 i3

—p p*l —>p0
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Denote C; = 1 — T;, which implies C;T; = 0.

-1
B R 1 1y
Yo = ; ;YiCi = (1’1 ZCz) (7’1 ;C1Y1>
-1
_ (711 Zq) (i Y- Ci(ao + BoT; + ui)>

-1
CiTi> Bo + <1 ) Ci) (l Y. Ciui>
i1 i3 mi=

1
= a1+ (31 2C,‘> (711 Z Cﬂlj) . 8)

Similar as steps for Y;, we have

=

N
Q=

and E (C;) =1 —p, then

-1
YQ =g+ (31 Z Ci> (31 2 C,-ul) —p &0- 9)

By Slutsky theorem, we have o
52Y1—Y0 —>p061—0é0

as n — 00,

. Derive the asymptotic distribution of B
By (6) and (8), we have

)
() ) Ga
(ge) o) (o)
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By (2) and (3), law of iterated expectations, and E (T;U;) = 0, we have
Var (TiU;) = E ((Tiul-)2> —E(E(UHT)T) = po?.

Similarly, we have Var (C;U;) = (1 — p)o3. Then by LLN as in question 5 and central limit theorem

(CLT), we have,
~1
() ) s
i=1

=0 —4N(0,po?)

Similarly, I = 0,(1). Denote v; = p'T;U; — (1 — p) ' C;Uj, then we have E (v;) = 0 and
Var (v;) =E (E(0}|T:)) =E((p°T;+ (1 — p) (1= T;)) E(U?|Ty)) = p ot + (1 — p) " 'cg.
Then by CLT and generalized Slutsky theorem, we have
Vi (B po) > N (0,p70F + (1 p)7'3),
as n — oo.

. Provide a consistent estimator of the limit variance you derive in question 6.

Solution Let p = ny/n, 67 = nl_l Y= Y1) T, 03 = 1y Iy (Y - YO)Z (1 —T;). We propose
touse V = p~162 + (1 — p) 162 as the estimator of the limit variance.

. Suppose that p = 1/2. Suppose that the econometrician constructs the two-sided 95% confidence
interval using the standard error assuming homoskedasticity. What is the asymptotic coverage
probabilily of the CI? Is it valid?

Solution

Suppose the econometrician uses the standard error assuming homoskedasticity, the variance
estimator is

-1
. 1 .
Viomo = (nZ(l,Ti)/(l,Ti)> ] o2
=1
2,2

-1
= <1 h % - Ti)
n n
n Li=1 T; Ezi:1Ti

0_2

2,2

where

Y. (¥i— Yo (T~ Yo) T

S|

i((Yz‘ - Y1) T))?

=1

Y (Y~ Yo) (1-T)* +

-1
—p ‘712 + (1 - P)‘T(%r

1 I Tz’> - (1 p) =
n 51 — — 1—p),
[(i o denn) |7\ v, p(1—p)
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10.

as 1 — co. As a result, Vi, —p (1 —p) 107 + p~1o2.

When p = 1/2, the asymptotic variance is the same as in the correct heteroskedasticity case in
problem 6, so the asymptotic coverage probability should be 95%.

Instead of the random assignment of T; as in Assumption 3, the treatment is assigned as T; = 1 if
Y;(1) > Y;(0) and T; = 0 otherwise.

. Is B(U|T;) = 0?

Solution Note that

So IE(UZ"TZ‘) 7é 0.

Is B is consistent of By?

Solution No longer consistent since & Y| T;U; does not converge to 0 in probabilily as in problem
5.



